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What is prompt engineering?

• The process of crafting prompts to get the right output from a 
model.

• You can improve the output by:
• Giving more precise instructions
• Examples
• Necessary context information
• Etc.



Prompt Engineering != Prompt Tuning



What is the difference?

Prompt Engineering
• Prompt engineering is more 

manual and creative.

Prompt Tuning
• Prompt tuning requires training

a machine learning model that
adjusts the prompts
automatically.



When to prompt engineer?



When to prompt engineer?

• Prompt engineering is far faster than other methods of model 
behavior control, such as finetuning.

• Aspects to consider:
• Resources (HW, people, money, time, data...)
• Models are being updated all the time
• Preserving general knowledge
• Transparency



Use clear, direct and detailed
prompts



Use clear, direct and detailed prompts

• The model lacks context on your norms, standards, styles, etc.
• LLMs usually benefit from more context. Examples:

• What the task will be used for.
• What is the target audience.
• The end goal of the task.

• If there are chronological steps to solve the problem, write them in 
numbered list.



Use examples: multishot prompting



Multishot prompting

• Pros:
• Reducing misinterpretation of instructions.
• Enforcement of uniform structure and style.
• Boosting the ability to handle complex tasks.

• Crafting good examples involves:
• Choosing relevant examples.
• Covering edge cases and picking examples covering broad range of 

challanges.
• Clarity: state where the examples are located in the prompt.



<title>Use XML tags</title>



XML tags

• Prompts can get quite complex and need to be separated into
pieces.

• XML tags help to:
• Clearly separate parts of the prompt.
• Easily find information in the prompt.
• Make the output of the model more parseable.



Chain of Thought



Chain of Thought (CoT)

• Technique that encourages models to break down problems and 
solve them step-by-step.

• Pros:
• Reduces errors.
• More cohesive responses.
• Can spot error more easily.

• Cons:
• Increased output length = more cost and latency.
• Not always necessary.



Chain of Thought (CoT)

• Start with "Think step-by-step". But lack guidance on how to think.
• Guided prompt: give the model points to think about.
"Solve 2+2*5. Break the computation into steps by priority and solve
each step according to priority."
• Good but it is hard to separate thinking and answer.
• Structured prompt: "... according to priority. Think about a 

solution for each step in <thinking> tags."



Jason Wei et al.



Tree of Thought



Shunyu Yao et al.



Graph of Thought



Besta, M. et al.



Role prompting



Role prompting

• Use system prompt to give the model a role.
• Harder to do on models without system prompt.
• Pros:

• Constraining the model in a specific domain enhances accuracy.
• You can modify the output "tone" of the model.

• System prompt usually starts with "You are..."
• Example: "You are the General Counsel of a Fortune 500 tech 

company."



Prefilling responses



Prefilling responses

• Sometimes models do not adhere to a specified format or you
want to enforce a format.

• JSON – start with "{"
• XML – "<?xml version="1.0" encoding="UTF-8"?>"



Prompt chaining



Prompt chaining

• When solving complex tasks divisible into distinct steps, prompt
chaining reduces the thinking overhead of the model.

• It is a good idea to use it in combination with XML tags and CoT.



https://www.ibm.com/think/topics/prompt-chaining



Handling too long prompts



Handling too long prompts

• Prompt chaining helps with that.
• For dialogue systems, summarize the previous conversation at 

some point.
• Summarize long documents piecewise and create a summary of 

summaries.
• For refering to things previously mentioned, keep running

summary.
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